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Abstract—This paper presents an empirical study on the influence of approximation approaches on accelerating the fireworks algorithm search by elite strategy. In this study, we use three sampling data methods to approximate fitness landscape, i.e. the best fitness sampling method, the sampling distance near the best fitness individual sampling method and the random sampling method. For each approximation methods, we conduct a series of combinative evaluations with the different sampling method and sampling number for accelerating fireworks algorithm. The experimental evaluations on benchmark functions show that this elite strategy can enhance the fireworks algorithm search capability effectively. We also analyze and discuss the related issues on the influence of approximation model, sampling method, and sampling number on the fireworks algorithm acceleration performance.

Index Terms—Fireworks Algorithm, Elite Strategy, Fitness Landscape, Approximation, Acceleration

I. INTRODUCTION

Evolutionary computation (EC) acceleration is a promising study direction in recent EC community [6]. On the one hand, the acceleration approach study is practical fundamental to establish the EC convergence theory, on the other hand, accelerated EC algorithms (ECs) benefit their practical applications in industrial society. Approximating ECs fitness landscape and conducting an elite strategy is one of the effective approaches to accelerate ECs, Reference [11] proposed an approximation approach in original n-D dimensional search space to accelerate EC and References [5] and [7] extended its work to approximate fitness landscape in projected one dimensional search space.

Fireworks algorithm is a new ECs and a population based optimization technique [12]. Compared with the other ECs, fireworks algorithm presents a different search manner, which is to search the nearby space by simulating the explosion phenomenon. Since it was proposed, fireworks algorithm has shown its significance and superiority in dealing with the optimization problems of non-negative matrix factorization [1] [2]. Although the fireworks algorithm has shown its advantage than the other EC algorithms, it still has the further improvement possibility by elite strategy. To obtain elite from approximated fitness landscape, in this paper, we used some variations of sampling methods for approximating fireworks algorithm fitness landscape. It includes the best fitness sampling method, the sampling distance near the best fitness individual sampling method and the random sampling method. We apply an elite strategy to enhance fireworks algorithm search capability with different sampling methods and different sampling data number.

The originalities of this paper are: (1). This study discovers that elite strategy is an efficient method to accelerate the fireworks algorithm search; (2). We investigate the influence of sampling methods on acceleration performance of fireworks algorithm; (3). We also investigate the influence of sampling number on acceleration performance of the fireworks algorithm in each sampling method.

Following this introductory section, we conduct an overview of the fireworks algorithm in section II. Section III presents the approach design to accelerate fireworks algorithm and some new approximation methods are applied to approximate fitness landscape. To investigate and verify the performance of the proposed algorithm, a series of comparative evaluations are conducted by ten benchmark functions in section IV. In section V, we discuss some related topics on the influence of sampling method and sampling data number on the approximation accuracy and acceleration performance, other related issues are also involved. Finally, we conclude the whole study and present the future works in section VI.

II. FIREWORKS ALGORITHM

A. Philosophy of Fireworks Algorithm

The fireworks algorithm generates offspring candidates around their parent individual in search space as if the fireworks explosion generates sparks around its explosion point. Given a single objective function \( f: \Omega \subseteq \mathbb{R}^n \rightarrow \mathbb{R} \), it is supposed that fireworks algorithm is to find a point \( x \in \Omega \), which has the minimal fitness. It is assumed that the population size of fireworks is \( N \) and the population size of generated spark is \( \hat{M} \). Each fireworks \( i (i = 1, 2, ..., N) \) in a population has the following properties: a current position \( x_i \), a current explosion amplitude \( A_i \) and the number of generated spark.
The fireworks generates a number of sparks within a fixed explosion amplitude. As to the optimization problem \( f \), a point with better fitness is considered as a potential solution, which the optima locate nearby with high chance, vice versa.

**B. Spark Number and Explosion Amplitude**

For defining these properties, the fireworks algorithm makes the simulations of fireworks explosion to generate a number of sparks \( s_i \) within the explosion amplitude \( A_i \) by Equations (1) and (2), where \( y_{\text{max}} = \max(f(x_i)) \) and \( y_{\text{min}} = \min(f(x_i)) \), \( i = 1, 2, \ldots N \). Here \( A \) and \( M \) are constants which are denoted by a practical optimization problem.

\[
s_i = M \cdot \frac{y_{\text{max}} - f(x_i) + \varepsilon}{\sum_{i=1}^{N}(y_{\text{max}} - f(x_i)) + \varepsilon} \quad (1)
\]
\[
A_i = \hat{A} \cdot \frac{f(x_i) - y_{\text{min}} + \varepsilon}{\sum_{i=1}^{N} (f(x_i) - y_{\text{min}}) + \varepsilon} \quad (2)
\]

**C. Spark Generative Operations**

In each generation, \( N \) fireworks set off within a feasible bounds within explosion amplitude \( A_i \) and spark size \( s_i \), then the spark are generated by Equation (3). In addition, the fireworks algorithm also takes Gaussian mutation operators (Equation (4)) to enhance local search capability.

\[
x_i^t = x_i^t + A_i \ast \text{rand}(-1, 1) \quad (3)
\]
\[
x_i^t = x_i^t \ast \text{Gaussian}(1, 1) \quad (4)
\]

The best firework is kept for the next generation, and the other \( N - 1 \) fireworks for the next generation are selected based on their distance to other fireworks or randomly as to keep the diversity in the set, which includes the \( N \) fireworks, the generated spark and Gaussian mutation fireworks. The fireworks algorithm continues conducting these operations till the termination criteria is satisfied.

**III. FIREWORKS ALGORITHM ACCELERATION BY ELITE STRATEGY**

**A. Motivation**

It is a promising study topic on approximating fitness landscape to accelerate ECs search, Reference [3] investigated the fitness landscape approximation approaches and recent related topic on surrogate-assisted EC was reported in Reference [4]. A novel fitness landscape approximation method using Fourier Transform was introduced in [8] [9]. References [5], [7], and [11] conducted some related works on fitness landscape approximation for accelerating ECs in \( n \)-D and 1-D dimensional search space, respectively. However, previous works show little concern on the influence of the different sampling methods with the different number to the ECs approximation model accuracy and fireworks algorithm acceleration. In this study, we use three sampling data, i.e. best sampling, distance near the best fitness individual sampling method and random sampling to investigate the sampling method influence to the model accuracy and fireworks algorithm acceleration. Secondly, we also want to investigate the influence of different sampling number on the approximation model accuracy and fireworks algorithm acceleration. In this work, we set the different sampling number (3, 5, 10) in each sampling method to conduct a set of comparative evaluations to study on those issues.

**B. Sampling Methods**

1) **Best Sampling Method**: selects the best \( K \) individuals as sampling data.

2) **Distance Near the Best Fitness Individual Sampling Method**: selects the nearest \( K \) individuals to the best individual using Euclidean distance as sampling data.

3) **Random Sampling Method**: selects \( K \) individuals randomly as sampling data.

**C. Fireworks Algorithm with an Elite Strategy**

Our elite strategy for approximating fitness landscape uses only one of the \( n \) parameter axes at a time instead of all \( n \) parameter axes, and projects individuals onto each 1-D regression space. Each of the \( n \) 1-D regression spaces has \( M \) projected individuals, which come from the different sampling methods with a different sampling number. We approximate the landscape of each 1-D regression space using the projected \( M \) individuals and select the elite from the \( n \) approximated 1-D landscape shapes.

In our evaluations, the sampling number is set as 3, 5 and 10; i.e. \( K=3 \), \( K=5 \) and \( K=10 \) to check the sampling number’s influence to the acceleration performance. We test least squares approximation for approximating the 1-D regression search spaces with one and two degree polynomial functions. The elite are generated from the resulting approximated shapes, see Fig. 1.

![Fig. 1. Original \( n \)-D space and 1-D spaces obtained by reducing the dimensions of the original one.](image-url)
where \( x_{ij}, (i = 1, 2, ..., D) \) and \( (j = 1, 2, ..., K) \) are the projected individual of point set \( X_i, (i = 1, 2, ..., D) \) and their fitness values among \((x_{ij}, y_j)\) in the \(i\)-th 1-D regression space for \((i = 1, 2, ..., D)\) and \((j = 1, 2, ..., K)\), \(a_0, a_1, \ldots, a_k\) are the parameters obtained by least squares method, \(t\) is the power of polynomial function.

Least square approximation by two degree polynomial function (LS2) simplifies a regression space with a nonlinear curve, and it is easy to obtain its inflection point from its gradient, using the inflection point as the elite. Linear least square approximation (LS1) uses a linear function to approximate the regression space. Its gradient is either descent or ascent. A safer approach, taking into account both descent and ascent, is to select the average point of the linear approximation line as the elite.

The proposed methods replace the worst individual in each generation with the selected elite. Although we cannot deny the small possibility that the global optimum is located near the worst individual, the possibility that the worst individual will become a parent in the next generation is also low; removing the worst individual therefore presents the least risk and is a reasonable choice.

The whole flowing of fireworks algorithm with an elite strategy shows in Algorithm 1.

**Algorithm 1** Pseudo-code of Fireworks Algorithm with an Elite Strategy

1: initialization.
2: randomly select \( N \) fireworks at \( N \) locations
3: for \( t = 1 \) to \( maxIter \) do
4: evaluate the \( N \) fireworks using objective function
5: calculate the number of spark and explosion amplitude of each fireworks
6: generate sparks by Equation (3)
7: generate Gaussian mutation fireworks by Equation (4)
8: obtain the optimal candidate in the Set which includes generating sparks, \( \hat{m} \) Gaussian mutation fireworks and \( N \) fireworks
9: randomly select the other \( N - 1 \) fireworks
10: obtain \( N \) fireworks for the next iteration
11: approximate fitness landscape in each projected one dimensional search space
12: obtain a spark from approximated curves by Elite Strategy
13: if \( EliteFitness > WorstIndividualFitness \) then
14: replace the worst individual
15: end if
16: end for
17: return the optima

![Fig. 2. Average convergence curves of 50 trial runs for F1-F10, there are only the fireworks algorithm (FWA) and the fireworks algorithm with elite strategy by LS2, best sampling method and 10 sampling number (FWA-2LSBST10) in each sub figure.](image-url)
TABLE I
TEN BENCHMARK FUNCTIONS USED IN EXPERIMENTAL EVALUATIONS
FROM [10] (UNI=UNIMODAL, MUL=MULTIMODAL, SH=SHIFTED,
RT=ROTATED, GB=GLOBAl ON BOUNDS, NS=NON-SEPARABLE, AND
S=SEPARABLE.)

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Range</th>
<th>Optima</th>
<th>Characters</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>Sh Sphere</td>
<td>[-100,100]</td>
<td>-450</td>
<td>Sh-Uni-S</td>
</tr>
<tr>
<td>F2</td>
<td>Sh Schwefel 1.2</td>
<td>[-100,100]</td>
<td>-450</td>
<td>Sh-Uni-NS</td>
</tr>
<tr>
<td>F3</td>
<td>Sh Rt Elliptic</td>
<td>[-100,100]</td>
<td>-450</td>
<td>Sh-Rt-Uni-NS</td>
</tr>
<tr>
<td>F4</td>
<td>F2 with Noise</td>
<td>[-100,100]</td>
<td>-450</td>
<td>Sh-Uni-NS</td>
</tr>
<tr>
<td>F5</td>
<td>Schwefel 2.6 GB</td>
<td>[-100,100]</td>
<td>-310</td>
<td>Uni-NS</td>
</tr>
<tr>
<td>F6</td>
<td>Sh Rosenbrock</td>
<td>[-100,100]</td>
<td>-390</td>
<td>Sh-Mul-NS</td>
</tr>
<tr>
<td>F7</td>
<td>Sh Rt Griewank</td>
<td>[0,600]</td>
<td>-180</td>
<td>Sh-Rt-Mul-NS</td>
</tr>
<tr>
<td>F8</td>
<td>Sh Rt Ackley GB</td>
<td>[-32,32]</td>
<td>-140</td>
<td>Sh-Rt-Mul-NS</td>
</tr>
<tr>
<td>F9</td>
<td>Sh Rastrigin</td>
<td>[-5,5]</td>
<td>-330</td>
<td>Sh-Mul-Sep</td>
</tr>
<tr>
<td>F10</td>
<td>Sh Rt Rastrigin</td>
<td>[-5,5]</td>
<td>-330</td>
<td>Sh-Rt-Mul-NS</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL EVALUATIONS
A. Experimental Design

To investigate the influence of sampling methods and sampling number on the acceleration performance, we used the fireworks algorithm as the optimization method to study our research proposals. Ten benchmark functions are selected as a test suite [10], Table I shows their range, optimality, and characteristic. In our experiments, we compare our proposed acceleration approaches by least squares approximation with a normal fireworks algorithm, conduct t-test for each proposed acceleration methods, of course, we checked normality of data distribution before applying t-test.

Here, we abbreviate the fireworks algorithm where the search space is regressed by a two-degree least square approximation as FWA-LS2, where it is regressed by a line power function least squares approximation as FWA-LS1. The best, distance near the best fitness individual and random sampling method are abbreviated as BST, DIS and RAN, followed by the sampling number. These abbreviations are also used in Figure 2, Table II, III and IV.

In this paper, the number of fireworks (N) and Gaussian mutation firework (ii) are both set as 8 and other parameters are set as in Reference [12]. Experimental evaluations run 50 trails of 1000 generations on each ten benchmark functions independently. All the benchmark functions are set as 10 dimensions. The experimental platform for all evaluations is MATLAB®2011b, based on an Intel(R) Core(TM) i7-2600 CPU, 4G RAM machine, and runs under Windows®7.

B. Experimental Results

Figure 2 shows the convergence curve of each benchmark function. Table II shows the mean and variance of ten benchmark functions, and Table III shows the t-test results of each acceleration method compared to the normal fireworks algorithm.

From these experimental results, we can conclude that:
(1). Elite strategy is an effective approach to enhance fireworks algorithm search capability.

(2). The random sampling method has the better acceleration performance than the others.

(3). For some benchmark functions, best sampling method has the same acceleration performance as the random sampling method.

(4). The distance sampling method is not more effective than the other sampling methods, i.e. best and random sampling method.

(5). In the distance sampling method, the approximation model by the more sampling number have the better performance than the other approaches, such as F9 and F10.

(6). For all the benchmark functions, LS2 methods are better than LS1 methods.

V. DISCUSSION

Table IV shows the confidence interval of the p value for each approximation approach. We analyze the influence of approximation approaches from the experimental results of Tables II, III, IV and Figures 2.

A. Fireworks Algorithm Acceleration Performance

Fireworks algorithm is a new EC algorithm, which is inspired by the nature phenomenon of firework exploding. The crucial mechanism of fireworks algorithm is the multi-change strategy, i.e. one firework makes several sparks for implementing the multi path searches in the optimization process, which is the principal difference from evolution strategy. This mechanism presents the fireworks algorithm optimization capability and originality. This kind of multi-change strategy can be applied to other ECs for obtaining the improved optimization performance, and this is our future work.
It is one of the main proposals of this paper to obtain the fitness landscape to enhance fireworks algorithm performance. We use polynomial regression of one and two degree function as the approximation model. From the evaluation result, we can conclude that our proposed elite strategy by obtaining the fitness landscape is an effective method to enhance fireworks algorithm search capability. Most of our used sampling methods for approximating the fitness landscape in projected one-dimensional space with different sampling number can accelerate fireworks algorithm search.

B. Approximation Methods

We use one and two degree polynomial function as the approximation model to approximate fitness landscape into linear and nonlinear search space. Experimental results in Table III suggests that two degree model is more effective to accelerate the fireworks algorithm search than the one degree model in most of the benchmark functions. Because that two degree model, i.e. nonlinear model can extend the search space range than the linear model, where the nonlinear algorithm conducts a search within the limited search space.

Nonlinear models (LS2) are better approximating the fitness landscape for the ten benchmark functions than linear models (LS1) from Table IV. From our comparative evaluations, nonlinear model shows its strong capability to extend the potential global optima region in the search space. For most of the real world EC application, nonlinear models are the beneficial regression model to approximate the fitness landscape both in approximation model accuracy and acceleration performance.

C. Sampling Methods

In the experimental evaluations, we investigate three sampling methods, i.e. best sampling method, distance near the best fitness individual sampling method, random sampling methods. For the most of the benchmark functions, the acceleration performance with the best sampling method and random sampling are better than the distance sampling.

On the one hand, the spark with the better fitness locate in the global optima region, and the approximation model fitted by those data can obtain the accurate model for accelerating. On the other hand, the spark near the distance spark with the best fitness does not mean they are also close to the global optima region, and the approximation accuracy and acceleration performance by distance sampling are worse than that by the other sampling methods. From our comparative evaluation, we found those two points.

Sampling methods cannot take effect in isolation, which have a better acceleration performance only with the proper approximation methods. In our study, the proper approximation methods are the two degree polynomial model, i.e. nonlinear models.

Best sampling method can enhance fireworks algorithm search effectively for all the benchmark functions except F10. Distance near the best fitness individual sampling method is effective in most of the cases, except F5, F8, and F10. However, it needs more computational cost in computing the distance, in the practical points of view, it is a useless sampling method.

The random sampling method can accelerate all the benchmark functions with nonlinear approximation model form Table III. The elite obtained by this method can increase the population diversity. This is the new discovery from our study work. Because of the random sampling method is with the less computational cost in the sampling process than best and distance sampling methods, which need more search and sort operations, it is the beneficial sampling method to the application of the proposed method in the practical points of view.

If the sampling data belong to a certain distribution, may the best fit not mean they are also close to the global optima region, and the approximation accuracy and acceleration performance by distance sampling are worse than that by the other sampling methods. From our comparative evaluation, we found those two points.

Table III. The elite obtained by this method can increase the population diversity. This is the new discovery from our study work. Because of the random sampling method is with the less computational cost in the sampling process than best and distance sampling methods, which need more search and sort operations, it is the beneficial sampling method to the application of the proposed method in the practical points of view.

If the sampling data belong to a certain distribution, may
be the acceleration performance can be improved with the concrete fitness landscape, the future research will involve this direction.

D. Sampling Data Number

The sampling data number is crucial for obtaining an accurate approximation model to accelerate the fireworks algorithm search. Theoretically, more number of sampling data means obtaining more accuracy approximation model and better acceleration performance.

From Table II, the acceleration performance by the best sampling with LS2 and five and ten sampling have better performance than that with three sampling data.

From Table III and Table IV, distance sampling method with 10 sampling data are effective in F1, F2, F3, F4, F6, F7, F9 and F10, it can show the relationship between sampling data number and acceleration performance, i.e. The more sampling number means more better approximation and acceleration performance.

Sampling data number decides the computational cost in the approximation regression computing, so we should select the proper sampling number to obtain approximation model by balancing the computational cost and acceleration performance for a concrete landscape or a real world application.

VI. Conclusion and Future Work

In this paper, we investigated a series of methods to enhance the fireworks algorithm by elite strategy. There are three sampling methods, which we used in our methods to approximate fireworks algorithm fitness landscape. We conduct a set of comparative evaluations to study on the sampling method and number influence on the approximation accuracy and acceleration performance. From our experimental evaluations, there are five discoveries in this research as follows.

1. Our proposed elite strategy is an efficient method to enhance fireworks algorithm search capability significantly.
2. Sampling method cannot take effect in isolation, it must be with a proper approximation model to accelerate the fireworks algorithm search for a certain benchmark function, i.e. fitness landscape.
3. For some cases, the best sampling method and the random sampling method have the same acceleration performance.
4. It can be obtained by a fitness landscape approximation accuracy and acceleration performance with the more sampling data number and a proper approximation model. In our study, the better approximation model is the nonlinear model (LS2).
5. In the practical points of view, the random sampling method is a better tool to obtain the higher acceleration performance in both computational time and final solution quality.

Although those results come from just ten benchmark evaluations, the test times for each approximation model, sampling method and sampling number are up to 90 times, 60 times and 60 times, which belongs to the large sample analysis. According to the small probability principal, our conclusion is general and our empirical study can be as the reference to the real world application.

There are three remaining study topics. First, we use the elite to accelerate the fireworks algorithm, the obtained elite is whether the best individual in the population? In another word, the best firework reserved by fireworks algorithm is powerful or the elite obtained by landscape approximation is powerful? Second, in the approximation and the obtaining elite process, the elite from interpolation or extrapolation, which is more frequent? And how about their influence to the fireworks algorithm acceleration? Third, if we use different methods for approximating fitness landscape, i.e. interpolation, regression, neural networks, kernel based regression, etc. Which is more beneficial for approximation model accuracy and fireworks algorithm acceleration performance? We will conduct studies on those topics and answer those questions in the future.
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