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Abstract—For a recognition task, distance measure between patterns is one of the most important procedures. Orientation coding-based methods have achieved high accuracy and speed in recognition, such as competitive code, palmprint orientation code and robust line orientation code. For orientation coding-based patterns, OR_XOR (Hamming distance) and SUM_XOR (Angular distance) are usually used for measuring the distance. However, little work have been done to study the physical significance of these distances for orientation coding-based patterns. The relationship between SUM_XOR and OR_XOR is not clear. This paper is focusing on the relationship between them and proposes a unified distance measure (UDM) scheme. To automatically compute the parameters introduced in UDM model, the population based heuristic algorithms, particle swarm optimization (PSO), differential evolution (DE) and fireworks algorithm (FWA) are used for the determination of parameters. Experimental results on artificial data set, PolyU palmprint database and the collected finger-vein database, suggest that the proposed PSO-UDM, DE-UDM, FWA-UDM gain lower equal error rate.

I. INTRODUCTION

Personal identification is a key issue in human’s daily life. Recently, the authentication by biometric characteristics is becoming more and more popular due to their high accuracy and easy implementation. Face [1], iris [2], palmprint [3], [4], fingerprint [5], speech [6] and finger-veins [7], [8] are the favorite intrinsic physical traits in human body and have been widely investigated. For biometrics, how to effectively represent the features is one of the principal issues for an authentication problem. Among the traits, recent works on representing the palmprint and finger-vein features both focus on the determination of parameters. For palmprint recognition, recently, orientation coding-based methods have been proposed and have gained great success compared with other algorithms for representing the line-shape feature [17]–[19]. These algorithms used a bank of filters with different orientations to convolute with the palmprint images. The orientation is recoded as orientation values by the dominate convolution results to represent patterns.

For a recognition target, it usually includes the preprocessing of the captured images, pattern extraction, distance computation and decision making. A successful implementation of a recognition system is influenced by all the steps. Thus, the distance measure between two patterns is also a principal step. An effective distance measure scheme can greatly increase the accuracy and the speed. To compute the distances among these orientation coding-based patterns, SUM_XOR (angle distance) and OR_XOR (hamming distance) are usually used. In [17], Kong et al. proposed competitive code (CompCode) algorithm for pattern extraction and SUM_XOR was used as distance measure scheme for patterns. In [19], Wu et al. designed a set of artificial templates with different orientation for line detection, and encoded the pattern by the minimal response direction, which was palmprint orientation code (POC). They used OR_XOR for the computation of distance. In [18], Jia et al. used the modified finite radon transform for pattern extraction, which was named robust line orientation code (RLOC). OR_XOR was used to compute the distance.

Even though the orientation based algorithms have gained success in biometrics identification, there is little work on the distance measure schemes. In [20], Kong pointed out that SUM_XOR usually performs better than OR_XOR in palmprint database, but is it always so in all the databases? In [21], Guo et al. tried to use a unified distance measure for recognition, however, the physical meaning of the unified distances measure scheme is not explained. Moreover, the relation between OR_XOR and SUM_XOR is not clear. The rest of this paper will stress concentration on these questions.

As pointed out previously, pattern extraction for finger-vein is to effectively represent the line-shape structure. The orientation coding-based methods have gained great success in palmprint identification. Thus, in the following experiments, the collected finger-vein data set is also used to validate the
proposed distance measure scheme.

Following this introductory section, we present the relation between hamming distance and angular distance, and a unified distance model is proposed. To determine the parameters introduced in the model, population based heuristic algorithms are used for the optimization of the parameters in Section II. Section III illustrates the performance comparison on three databases, artificial binary data set, PolyU palmprint database and the collected finger-vein images database. In Section IV, we study the influences of the parameters and give explanations of the setting of the parameters in UDM model. Finally, conclusion is drawn in section V.

II. THE PROPOSED DISTANCE MEASURE SCHEME

Distance measure is one of the principal procedures for a recognition target, and should be in unison with the pattern extraction algorithm. Previous work used SUM XOR and OR XOR to calculate the distance. However, the details of the distance measure schemes are not studied. In the following, we will stress the physical significances of them.

A. Relation Between SUM XOR And OR XOR

Denote $I(x, y)$ is the pre-processed image, the pattern image $P(x, y)$ is computed as

$$ P(x, y) = \arg \min_{\theta_i \in [0, N-1]} I(x, y) \otimes G(x, y, \theta_i) $$

where $\otimes$ is the convolution operation. Suppose $N = 6$, then $\theta_i = i\pi/6$. Each point in $P(x, y)$ is the orientation $\theta_i$ with the dominant response, and the distance between two pattern images $P(x, y)$, $Q(x, y)$ is sum of the distance of all corresponding points. Here, some basic rules are presented firstly. $\theta_a$ and $\theta_b$ are two corresponding points in $P(x, y)$ and $Q(x, y)$.

1) $d(\theta_a, \theta_b) = d(\theta_b, \theta_a)$ (Symmetry).
2) $d_0 = d(\theta_a, \theta_a) = 0$.
3) $d_1 = d(0, \pi/6) = d(\pi/6, \pi/3) = d(\pi/3, \pi/2) = d(\pi/2, 2\pi/3) = d(2\pi/3, 5\pi/6) = d(5\pi/6, 0)$. For any two orientation, the interval between $\pi/6$ should be equal.
4) $d_2 = d(0, \pi/3) = d(\pi/6, \pi/2) = d(\pi/3, 2\pi/3) = d(\pi/2, 5\pi/6) = d(2\pi/3, 0)$. For any two orientation, the interval between $\pi/3$ should be equal.
5) $d_3 = d(0, \pi/2) = d(\pi/6, 2\pi/3) = d(\pi/3, 5\pi/6) = d(\pi/2, 5\pi/6)$. For any two orientation, the interval with $\pi/2$ should be equal.

To represent the orientation, Kong et al. used a 3 bits ($\log_2 6$) encode method for orientation coding [17], which encode the orientations $\{0, \pi/6, \pi/3, \pi/2, 2\pi/3, 5\pi/6\}$ as $\{000, 001, 011, 111, 110, 100\}$. Then SUM XOR and OR XOR distances between $P(x, y)$, $Q(x, y)$ are defined as following.

$$ D_{SUM\_XOR} = \frac{1}{(M * N)} \sum_{y=1}^{M} \sum_{x=1}^{N} (P_{b_1}(x, y) \otimes Q_{b_1}(x, y)) $$

$$ D_{OR\_XOR} = \frac{1}{(M * N)} \sum_{y=1}^{M} \sum_{x=1}^{N} (P_{b_1}(x, y) \oplus Q_{b_1}(x, y)) $$

where $M$ and $N$ are the height and length of the pattern, $P_i(x, y)$, $Q_i(x, y)$ are the $i$th bit plane of $P$ and $Q$, $\otimes$ denotes the bitwise exclusive OR (XOR), $|$ denotes the bitwise OR. Based on the five basic rules, denote by $a_i, i \in [0, 3]$ the number of pixels where the distance is $d_i$, $i \in [0, 3]$, (2),(3) can be rewritten as follows.

$$ D_{SUM\_XOR} = \frac{k_0 \cdot a_0 + k_1 \cdot a_1 + k_2 \cdot a_2 + k_3 \cdot a_3}{M \cdot N} $$

$$ D_{OR\_XOR} = \frac{1}{3} \cdot a_1 + 2/3 \cdot a_2 = \frac{3}{3} \cdot a_3 $$

Here, $k_i, i \in 0, 1, 2, 3$ can be seen as the cost of wrong decision, and $k_0 = 0$. For a 6 orientation filter, $k_i$ denotes the cost that the decision of $\theta_i$ while the ground truth is $\theta_i$. The proposed unified distance measure scheme between patterns $P(x, y)$ and $Q(x, y)$ as

$$ D_u = \frac{k_1 \cdot a_1 + k_2 \cdot a_2 + k_3 \cdot a_3}{M \cdot N} $$

For a recognition task, the performance index are usually equal error rate (EER). For a two-choice decision task, equal error rate is the false reject rate equals the false accept rate. The EER is scale invariant with the distributions. Thus, the unified distance can be re-written as

$$ D_u = \frac{k_1}{M \cdot N} \cdot (a_1 + \frac{k_2}{k_1} \cdot a_2 + \frac{k_3}{k_1} \cdot a_3) $$

$$ D_u' = \frac{k_1 \cdot a_1 + k_2 \cdot a_2 + k_3 \cdot a_3}{M \cdot N} $$

For the unified distance shown in (10), there are three parameters ($K_1, K_2, K_3$) to be determined, in which $K_1 = 1$. $SUM\_XOR$ and $OR\_XOR$ are two special cases, which take $K_2 = 2$, $K_3 = 3$ and $K_2 = 1, K_3 = 1$ respectively.

B. The Proposed Unified Distance Measure Scheme

In [20], Kong pointed out that $SUM\_XOR$ outperforms $OR\_XOR$ in PolyU palmprint databases. Compare (6) and (4), the difference between $OR\_XOR$ and $SUM\_XOR$ is that the using of different coefficients, which denotes the cost of wrong decision. Based on the comparison, we define the unified distance measure scheme between patterns $P(x, y)$ and $Q(x, y)$ as

$$ D_u = \frac{k_1 \cdot a_1 + k_2 \cdot a_2 + k_3 \cdot a_3}{M \cdot N} $$

For a recognition task, the performance index are usually equal error rate (EER). For a two-choice decision task, equal error rate is the false reject rate equals the false accept rate. The EER is scale invariant with the distributions. Thus, the unified distance can be re-written as

$$ D_u = \frac{k_1}{M \cdot N} \cdot (a_1 + \frac{k_2}{k_1} \cdot a_2 + \frac{k_3}{k_1} \cdot a_3) $$

$$ D_u' = \frac{k_1 \cdot a_1 + k_2 \cdot a_2 + k_3 \cdot a_3}{M \cdot N} $$

For the unified distance shown in (10), there are three parameters ($K_1, K_2, K_3$) to be determined, in which $K_1 = 1$. $SUM\_XOR$ and $OR\_XOR$ are two special cases, which take $K_2 = 2$, $K_3 = 3$ and $K_2 = 1, K_3 = 1$ respectively.

Optimization Problem The optimization problem can generally be stated as

$$ \text{min eer} = \min_{x \in \Omega} x^T \cdot f(x) $$

where $f : \mathbb{R}^2 \rightarrow \mathbb{R}$ is a nonlinear function used for the computation of EER values, and $\Omega$ is the feasible region. For this optimization problem, to automatically determine the parameters of the unified distance measure model in (10), the heuristic algorithms, particle swarm optimization [22],
differential evolution [23] and firework algorithm [24] are used for the optimization, which are named as PSO-UDM, DE-UDM, FWA-UDM, respectively. Details about each heuristic algorithm can be found in the references provided below.

Particle Swarm Optimization (PSO, [25] [22]) mimics the process of the search for food of flocks. The particles (flocks) in the swarm move under the guidance of the cognitive information and social information

Differential Evolution (DE, [23]) maintains a population of candidate solutions while it also creates some new candidate solutions by combining existing ones according to its formulae. Then it keeps the candidate solution which has the best score or fitness on the optimization problem.

Fireworks Algorithm (FWA, [24]) Inspired by the explosion of fireworks in the night sky, a firework explodes and generates the sparks in the nearby space can be seen as the search of an optimization problem.

III. Experiments

To validate the performances of the proposed PSO-UDM, DE-UDM and FWA-UDM, three databases, the artificial data set, the PolyU palmprint database and the collected finger-vein database are used. POC, RLOC and CompCode are used for pattern extraction. The EER is compared to evaluate the performance. In the experiments, the search range of \(K_2\) and \(K_3\) are both set to \([0, 6]\).

To reduce the influences of shift and rotation of the patterns, in the matching part, a shift of \([-2, 2]\) in \(X\) axis and \([-2, 2]\) in \(Y\) axis is taken, and the minimal distance under a certain \(K_2\), \(K_3\) is recorded as the distance between two patterns.

Parameter Setup The swarm size for each algorithm is set to 50, and the maximum evaluation times is 5000.

1) PSO, \(v_{eloc_{t_{\max}} = 20, c_1 = c_2 = 2, \omega = 0.5, \alpha = 1}\)
2) DE, the rest of parameters are same as [23]
3) FWA, the rest of parameters are same as [24]

The experimental platform for all experiments is Microsoft® Visual Studio 2010, based on an Intel(R) Core(TM) i7-2600 CPU @ 3.4GHz 3.7GHz, 8GB RAM machine, running under Windows®7.

A. Experiments Using The Artificial Data Set

1) Experimental Design: The artificial database is composed by arbitrary images with 26 English letters (from "A" to "Z") and 10 Arabic numerals (from "0" to "9"). As pointed out in Section I, the orientation coding-based methods can effectively extract the line shape patterns, thus we design the data set, and use Gaussian noise and rotation to destroy the images. The \(\sigma\) and \(\mu\) of the Gaussian kernel are set to 0 and 0.5, and the rotation angle is with probability from \(-5^\circ\) to \(5^\circ\). Ten samples of each original are randomly generated. The size of the images is 30 \(\times\) 30.

The experiment strategy is that: we first extract the patterns of the arbitrary images by orientation based pattern extraction algorithms, POC, RLOC and CompCode. Then, we get 360 patterns, with 36 classes. The three distances are computed among the date set, and \(EER\) is calculated. The total match times is 64620, with 1620 genuine match times and 63000 imposter.

2) Experimental Results: Table I shows the experimental results, it can be seen that the proposed distance measure methods outperform both the \(SUM\_XOR\) and \(OR\_XOR\) on terms of equal error rate. Among the population based optimization methods on this data set, PSO-UDM gains the best performance for POC, RLOC and CompCode algorithms. PSO-UDM can reduce the EER by up to 18.6909% (5.69436E-02 to 4.63003E-02) for POC, 11.92% (7.63886E-02 to 6.72852E-02) for RLOC and 8.89% (8.33310E-02 to 7.59266E-02) for CompCode, respectively.

B. Experiments Using The PolyU Palmprint Database

1) Experimental Design: The PolyU palmprint database [26] is designed by The Hong Kong Polytechnic University, which contains palmprint images from 500 individuals. Each individual provides 12 images, each 6 images one time. Therefore, the database contains 6000 images from 500 individuals. The size of all the images is 128 \(\times\) 128.

First, the images are preprocessed for noises reduction and patterns are extracted by POC, RLOC and CompCode.
TABLE I
EXPERIMENTAL RESULTS OF EER AND PARAMETERS OF $K_2$, $K_3$ ON THE ARTIFICIAL DATA SET.

<table>
<thead>
<tr>
<th>Distance</th>
<th>EER</th>
<th>POC $K_2$</th>
<th>POC $K_3$</th>
<th>EER</th>
<th>RLOC $K_2$</th>
<th>RLOC $K_3$</th>
<th>EER</th>
<th>CompCode $K_2$</th>
<th>CompCode $K_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR XOR</td>
<td>5.69436E-02</td>
<td>1</td>
<td>1</td>
<td>7.63886E-02</td>
<td>1</td>
<td>1</td>
<td>8.3310E-02</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SUM XOR</td>
<td>7.77759E-02</td>
<td>2</td>
<td>3</td>
<td>8.74991E-02</td>
<td>2</td>
<td>3</td>
<td>8.4790E-02</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>PSO-UDM</td>
<td>4.63003E-02</td>
<td>0.728346</td>
<td>0.703715</td>
<td>6.72852E-02</td>
<td>1.219932</td>
<td>1.096439</td>
<td>7.59275E-02</td>
<td>0.913847</td>
<td>1.106167</td>
</tr>
<tr>
<td>DE-UDM</td>
<td>5.06236E-02</td>
<td>0.543474</td>
<td>1.070833</td>
<td>7.59289E-02</td>
<td>0.728416</td>
<td>1.066439</td>
<td>7.71627E-02</td>
<td>1.41673</td>
<td>1.953246</td>
</tr>
<tr>
<td>FWA-UDM</td>
<td>4.69185E-02</td>
<td>0.756903</td>
<td>0.76194</td>
<td>6.79032E-02</td>
<td>1.282784</td>
<td>1.02231</td>
<td>7.59275E-02</td>
<td>0.913847</td>
<td>1.106167</td>
</tr>
</tbody>
</table>

C. Experimental Using The Collected Finger-vein Database

1) Experimental Design: As pointed out previously, the orientation can effectively represent the line shape pattern, and finger-vein structure is one of them. Thus, we for the first time, use the orientation pattern for recognition. The finger-vein database contains 1500 images from 300 individuals, with 5 images each person, collected by an infrared CCD device. The size of all the images is $225 \times 110$. As the collected images are destroyed by the noises, first the preprocessing work should be done. Gaussian filters are used to reduce the noise disturbance. To reduce the computation load, down sampling work is done, and all images are compressed to $112 \times 55$. POC, RLOC, and CompCode algorithms are used to extract the patterns. For each algorithm, $SUM_{XOR}$, $OR_{XOR}$ and the proposed distance measure methods are calculated. There are totally 1124250 match times, in which 3000 genuine match times and 112150 imposters.

2) Experimental Results: Experimental results are shown in Table III. First, we can see the POC, RLOC and CompCode can successfully extract the finger-vein patterns and achieve a high accuracy. Second, the proposed PSO-UDM, DE-UDM and FWA-UDM outperform the other two distance measure methods with lower equal error rate. Among these methods, PSO-UDM achieves the lowest EER value, which can reduce the EER by up to 1.63% (4.10087E-02 to 4.03393E-02) for POC, 7.79% (4.69999E-02 to 4.33401E-02) for RLOC and 2.59% (5.16752E-02 to 5.03389E-02) for CompCode, respectively.

IV. DISCUSSION

A. Performance Comparison

In this paper, the distance measure schemes for orientation patterns are detailed studied. We investigate the relation between hamming distance and angular distance, and based on the study, a unified distance is proposed. To validate the proposed distance methods, we test the orientation algorithms on three databases for recognition. Experimental results of EER shown in Table I, II, III, suggest that the proposed PSO-UDM, DE-UDM and FWA-UDM gain great advantages compared with the $OX_{XOR}$ and $SUM_{XOR}$ distance measure schemes. Among the three population based heuristic algorithms, PSO-UDM gains the best performance compared other two algorithms.
B. Is SUM_XOR Always Better Than OR_XOR?

From the results in Table I, III, we can see that SUM_XOR performs better in the collected finger-vein images database while OR_XOR gains better results in the artificial data set. We have discussed in Section II-A, that the $K_i$, $i \in [1, 3]$ are the costs of wrong decision. For a 6 orientation filter, $K_i$ denotes the cost that the decision of $\theta_l$ while the ground truth is $\theta_{(l+i)\mod 6}$ or $\theta_{(l-i)\mod 6}$. Generally, it is believed that $K_1 \leq K_2 \leq K_3$, that higher difference between the decision value and the true value has higher costs. It is maybe the reason that SUM_XOR ($K_2 = 2$, $K_3 = 3$) is better than OR_XOR ($K_2 = 1$, $K_3 = 1$) in some cases. But in our experiments, it is not always so.

To investigate the relationship among $K_1$, $K_2$ and $K_3$, we conduct the experiments with the search range of $K_2$ and $K_3$ are both set to [0, 6] with an interval of 0.1, $K_1 = 1$, and experiments under certain parameters are computed independently. Table IV lists some of the appropriate parameters for POC, RLOC and CompCode. Moreover, the parameters of $K_2$ and $K_3$ returned by PSO, DE and FWA can be found in Table I, II, III, it can be seen that it is not always $K_1 \leq K_2 \leq K_3$. Then, why? We think that the rotation, shift, non-linear transformation, and the distribution of the line shape structures that lead to these results. To investigate the influences of these operators and validate our ideas, two tests are designed and conducted.

The first test is to study the changes of the responses of the convolution of images with filters $G(x, y, \theta)$. $\theta$ is from $1^\circ$ to $180^\circ$ at $1^\circ$ intervals. In Figure 4(a)-(f), two lines (sample1, sample2) mean they are the convolution results $I(x, y) \otimes G(x, y, \theta)$ from two samples of one individual. We can see that even though they are from the same individual, maybe the responses are quite different due to the noise, shift, rotation, etc. In addition, the response line with the $\theta$ may be a flat curve, or not a uni-modal function. All these factors may lead to the suffering of the risk of wrong decision.

Second, we investigate a special case, that the convolution with a artificial arbitrary image. In the palmprint image and finger-vein image, there are a lot of intersection regions of two lines as shown in Fig 4(g)-(h). For POC, RLOC and CompCode, they cannot deal with these situations effectively. The responses of convolution of the intersect point with $\theta$ is a multi-modal curve, which makes the final encoded orientation is easily influenced by the noises. Thus, we conclude that, $K_1 \leq K_2 \leq K_3$ is now always necessary, on account of the noise, rotation, shift and the intersection regions.

### V. Conclusion

In this paper, we studied the distance measure schemes for orientation coding-based patterns and presented the relation between hamming distance and angular distance. Based on the analysis of the relationship, a unified distance measure scheme is proposed, in which hamming distance and angular distance are two special cases. To determine the parameters introduced in the unified distance model, population based heuristic algorithms, PSO, DE, and FWA were used for the optimization. Experimental results on three data bases suggested that the proposed PSO-UDM, DE-UDM and FWA-UDM can achieve lower EER. Moreover, we investigated the

---

**TABLE II**

Experimental results of EER and parameters of $K_2$, $K_3$ on the PolyU palmprint database.

<table>
<thead>
<tr>
<th>Distance</th>
<th>POC EER</th>
<th>K_2</th>
<th>K_3</th>
<th>RLOC EER</th>
<th>K_2</th>
<th>K_3</th>
<th>CompCode EER</th>
<th>K_2</th>
<th>K_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR_XOR</td>
<td>2.21430E-03</td>
<td>1</td>
<td>1</td>
<td>4.26630E-04</td>
<td>1</td>
<td>1</td>
<td>2.36520E-03</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SUM_XOR</td>
<td>1.94250E-03</td>
<td>2</td>
<td>3</td>
<td>4.28730E-04</td>
<td>2</td>
<td>3</td>
<td>2.88090E-03</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>PSO-UDM</td>
<td>1.78942E-03</td>
<td>2.796281</td>
<td>1.25603</td>
<td>3.86492E-04</td>
<td>1.766016</td>
<td>2.060412</td>
<td>2.12160E-03</td>
<td>0.714032</td>
<td>1.015583</td>
</tr>
<tr>
<td>DE-UDM</td>
<td>1.79121E-03</td>
<td>1.904904</td>
<td>2.03766</td>
<td>4.29041E-04</td>
<td>3.102268</td>
<td>3.356243</td>
<td>2.33845E-03</td>
<td>0.835902</td>
<td>1.483566</td>
</tr>
<tr>
<td>FWA-UDM</td>
<td>1.79072E-03</td>
<td>2.305181</td>
<td>1.878757</td>
<td>3.97389E-04</td>
<td>1.570431</td>
<td>1.461509</td>
<td>2.15388E-03</td>
<td>0.705089</td>
<td>0.854578</td>
</tr>
</tbody>
</table>

**TABLE III**

Experimental results of EER and parameters of $K_2$, $K_3$ on the collected finger-vein images.

<table>
<thead>
<tr>
<th>Distance</th>
<th>POC EER</th>
<th>K_2</th>
<th>K_3</th>
<th>RLOC EER</th>
<th>K_2</th>
<th>K_3</th>
<th>CompCode EER</th>
<th>K_2</th>
<th>K_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR_XOR</td>
<td>4.43410E-02</td>
<td>1</td>
<td>1</td>
<td>4.80010E-02</td>
<td>1</td>
<td>1</td>
<td>5.36720E-02</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SUM_XOR</td>
<td>4.10087E-02</td>
<td>2</td>
<td>3</td>
<td>4.69999E-02</td>
<td>2</td>
<td>3</td>
<td>5.16752E-02</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>PSO-UDM</td>
<td>4.03393E-02</td>
<td>2.105049</td>
<td>2.171447</td>
<td>4.33401E-02</td>
<td>4.10087E-02</td>
<td>1</td>
<td>1</td>
<td>4.28733E-04</td>
<td>2</td>
</tr>
<tr>
<td>DE-UDM</td>
<td>4.03416E-02</td>
<td>2.200079</td>
<td>2.228645</td>
<td>4.33410E-02</td>
<td>6</td>
<td>3.1171</td>
<td>5.06735E-02</td>
<td>2.759301</td>
<td>6</td>
</tr>
<tr>
<td>FWA-UDM</td>
<td>4.03413E-02</td>
<td>2.019315</td>
<td>2.058841</td>
<td>4.33419E-02</td>
<td>5.829726</td>
<td>3.316062</td>
<td>5.06737E-02</td>
<td>2.918347</td>
<td>3.446459</td>
</tr>
</tbody>
</table>

**TABLE IV**

Lists of some of appropriate parameters for POC, RLOC and CompCode algorithms ($K_1 = 1$).

<table>
<thead>
<tr>
<th>Database</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>POC</td>
<td>finger-vein images, artificial data set $K_2 = 2.1, K_3 = 2.1$</td>
</tr>
<tr>
<td></td>
<td>PolyU palmprint database, artificial data set $K_2 = 0.6, K_3 = 0.8$</td>
</tr>
<tr>
<td>RLOC</td>
<td>finger-vein images, artificial data set $K_2 = 1.6, K_3 = 1.8$</td>
</tr>
<tr>
<td></td>
<td>PolyU palmprint database, artificial data set $K_2 = 1.5, K_3 = 1.3$</td>
</tr>
<tr>
<td>CompCode</td>
<td>finger-vein images, artificial data set $K_2 = 1.4, K_3 = 3.5$</td>
</tr>
<tr>
<td></td>
<td>PolyU palmprint database, artificial data set $K_2 = 1.0, K_3 = 1.1$</td>
</tr>
</tbody>
</table>

---
influences of parameters in the unified distance model, and present an explanation why $K_1 \leq K_2 \leq K_3$ is not always necessary.
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Fig. 4. (a)-(f) Response comparison between two sampling palmprint images of one individual from 0° to 180°; (g)-(h) Synthesized images with Gaussian noise and salt & pepper noise.


